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Abstract -Person Re-identification (re-ID) is a critical problem in video analytics applications such as security and surveillance. 

Although many approaches have been proposed, it remains a challenging problem since persons appearance usually undergoes 

dramatic changes across camera views due to changes in view angle, body pose and background clutter. Person re-id aims to 

retrieve a person of interest across spatially disjoint cameras. The system focuses on tackling the person re-ID problem with the 

proposed metric learning scheme. There is a discriminant metric learning strategy for this testing issue. Most existing metric 

learning algorithms, it takes both original data and auxiliary data during training which is motivated by the new machine 

learning paradigm - Learning Using Privileged Information. This system is based on features aggregation. Image dataset is load 

and the basic operation is performing that is to convert those load images into gray scale. And also create the HOG (Histogram 

of oriented gradient) descriptor, in this features extraction task completed based on EHD (Edge of histogram descriptor), CLD 

(Color Layout descriptor), and SCD (Scale Color descriptor). The system aggregates all Features and Generate Train metric. 

After that an unknown image is load which is comes through gray scale process and HOG descriptor. Classify that images and 

identify the correct image. Such system is used in many sectors for security purpose. 
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I.  INTRODUCTION  

 

 Person re-id aims to retrieve a person of interest across 

spatially disjoint cameras. It can be seen as a image retrieval 

problem [1].To compare a person of interest from a probe 

camera view to a gallery of candidates captured from a 

camera that does not overlap with the probe one. If a true 

match to the probe exists in the gallery, it should have a high 

matching score, compared to incorrect candidates. Generally 

speaking, person re-ID involves two sub-problems: feature 

representation and metric learning. An effective feature 

representation [3], [4] is critical for person re-ID, which 

should be robust to complex variations in human 

appearances from different camera views. The general 

strategy is to concatenate multiple low-level visual features 

into a long feature vector.  

 

Most existing metric learning methods are limited in that 

they compare the distance between a pair of 

similar/dissimilar instances with a global threshold. Such 

global threshold based pairwise constraints may suffer from 

sub-optimal learning performance when coping with some 

real-world tasks with Complex interclass and intra-class 

variations, e.g., person re-ID. In our setting, each training 

instance is represented with two forms of features: one is 

from the original space and the other is from the privileged 

space. There are two distance metrics by minimizing the 

empirical loss penalizing the difference between the distance 

in the original space and the distance in the privileged space. 

During training, the distance in the privileged space 

functions as a local decision threshold to guide the metric 

learning in the original space like a teacher. The finally 

learned metric from the original space is used to compute the 

distance between a probe image and a gallery image during 

testing. Moreover, we extend the proposed algorithm from 

the single-view setting to a multiview setting which is able to 

explore the complementation of multiple feature 

representations. In the multi-view setting, we simultaneously 

learn multiple distance metrics from different original 

feature. A distance metric by minimizing the distance 

between similar instances while keeping that between 

dissimilar instances larger than a predefined threshold. 

Presented a metric learning algorithm by collapsing all 

examples in the same class to a single point and pushing 

examples in other classes infinitely far away. Developed a 

method for learning a distance metric from relative 

comparison. Presented an information-theoretic metric 

learning approach, which formulates the problem as that of 

minimizing the differential relative entropy between two 

multivariate Gaussians under pairwise constraints on the 

distance function. 
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Rest of the paper is organized as follows, Section I contains 

the introduction of Person Re-identification, Section II 

contain the related work of Metric Learning and Re-

identification, Section III contain the some measures of the 

topic, Section IV contain the architecture and essential steps 

of Re-identification, section V explain the Re-identification 

methodology with flow chart, Section VI describes results 

and discussion Person Re-identification, Section VII contain 

the recommendation of Re-identification and Section VIII 

concludes research work with future directions.  

 

II. RELATED WORK  

 

A.  Metric Learning  

Many algorithms have been developed to learn distance 

metric. In this subsection, some classical or related distance 

metric learning works. Xing et al. [13] proposed to learn a 

distance metric by minimizing the distance between similar 

instances while keeping that between dissimilar instances 

larger than a predefined threshold. Globerson et al. [14] 

presented a metric learning algorithm by collapsing all 

examples in the same class to a single point and pushing 

examples in other classes infinitely far away. Schultz et al. 

[15] developed a method for learning a distance metric from 

relative comparison. Davis et al. [16] presented an 

information-theoretic metric learning approach, which 

formulates the problem as that of minimizing the differential 

relative entropy between two multivariate Gaussians under 

pairwise constraints on the distance function.   

 

Traditional pairwise constrained methods only use the 

original data while training process. It normally takes the 

global threshold based decision function, which is too rough 

to get a reasonable metric. System designs a locally adaptive 

decision rule by exploiting additional knowledge. A logistic 

discriminant metric learning scheme is presented that utilize 

auxiliary information to build a locally adaptive decision rule 

during training process, this method as the LDML+ for 

simplicity [1]. LDML+ method only considers a single 

original feature and another is Extend LDML+ from the 

single-view setting one to a multi-view setting to use the 

complementation of multiple original features. 

 

The existing system calculates and compares the distance 

between two training instances with a global threshold and it 

decides whether both are similar or not. In this, such global 

threshold is replaced with the squared distance of the 

privileged space. There are some conflicts in previous 

methods because there is no clear identification of images. 

Tackling the video is most difficult to those systems and 

tough to identify proper image.  

 

B.  HOG Descriptor 

The histogram of oriented gradients (HOG) is a feature 

descriptor used in computer vision and image processing for 

the purpose of object detection. The technique counts 

occurrences of gradient orientation in localized portions of an 

image. This method is similar to that of edge orientation 

histograms, scale-invariant feature transform descriptors, and 

shape contexts, but differs in that it is computed on a dense 

grid of uniformly spaced cells and uses overlapping local 

contrast normalization for improved accuracy. The essential 

thought behind the histogram of oriented gradients descriptor 

is that local object appearance and shape within an image can 

be described by the distribution of intensity gradients or edge 

directions. The image is divided into small connected regions 

called cells, and for the pixels within each cell, a histogram 

of gradient directions is compiled. The descriptor is the 

concatenation of these histograms. For improved accuracy, 

the local histograms can be contrast-normalized by 

calculating a measure of the intensity across a larger region 

of the image, called a block, and then using this value to 

normalize all cells within the block. This normalization 

results in better invariance to changes in illumination and 

shadowing. 

  

C.  Feature Extraction 

In machine learning, feature extraction starts from an initial 

set of measured data and builds derived values (features) 

intended to be informative and non-redundant, facilitating the 

subsequent learning and generalization steps, and in some 

cases leading to better human interpretations. Feature 

extraction is related to dimensionality reduction. When the 

input data to an algorithm is too large to be processed and it 

is suspected to be redundant, then it can be transformed into 

a reduced set of features. Determining a subset of the initial 

features is called feature selection. The selected features are 

expected to contain the relevant information from the input 

data, so that the desired task can be performed by using this 

reduced representation instead of the complete initial data. 

Feature extraction involves reducing the amount of resources 

required to describe a large set of data. When performing 

analysis of complex data one of the major problems stems 

from the number of variables involved. Analysis with a large 

number of variables generally requires a large amount of 

memory and computation power; also it may cause a 

classification algorithm to over-fit to training samples and 

generalize poorly to new samples. Feature extraction is a 

general term for methods of constructing combinations of the 

variables to get around these problems while still describing 

the data with sufficient accuracy. Many machine learning 

practitioners believe that properly optimized feature 

extraction is the key to effective model construction. 

 

III. METHODOLOGY 

 

The system first extract features from the given image and 

after that performs feature aggregation that is collects 

features from given image. Image dataset is load and the 

basic operation is performing that is to convert those load 
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images into gray scale. And also create the HOG (Histogram 

of oriented gradient) descriptor is a Feature descriptor used 

in image processing. Purpose of the HOG Descriptor is to 

detect Object. In this features extraction task completed 

based on EHD (Edge of histogram descriptor), CLD (Color 

Layout descriptor), and SCD (Scale Color descriptor). The 

system aggregates all Features and Generate Train metric. 

After that an unknown image is load which is comes through 

gray scale process and HOG descriptor. Classify that images 

and identify the correct image. Such system is used in many 

sectors for security purpose. 

 

A. Architecture  

Following figure shows the architecture of proposed 

methodology. 

 

 
Figure 1. Architecture of proposed methodology. 

 

IV. RESULTS AND DISCUSSION 

 

Basically a gray scale image is simply one in which the only 

colours are shades of gray. The reason for differentiate such 

image from any other sort of colour image is that less 

information needs to be provided for each pixel. A gray 

colour is one in which the red, green and blue components all 

have equal intensity in RGB space and so it is only necessary 

to specify a single intensity value for each pixel. 

The grayscale intensity is stored as an 8-bit integer giving 

256 possible different shades of gray from black to white. If 

the significantly levels are evenly spaced then the 

differences. Between successive gray levels is significantly 

better than the gray level resolving power of the human eye. 

After the gray scale conversion system create the HOG 

descriptor and performs the feature extraction and feature 

aggregation and identify correct image. 
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Figure 2. Performance comparison of Feature Aggregation with LDML+ 

and LDML at varying PCA dimensions. 

 

Above figure represents a graph which shows the 

performance comparison of feature aggregation with 

LDML+ and LDML at varying PCA dimension. In this the 

X-axis denotes PCA dimension and Y- axis denotes Rank. 

Here the feature aggregation performs better than the other.  

  

V. CONCLUSION AND FUTURE SCOPE  

Person re-identification is a challenging task because of 

complex varieties in human appearances from different 

camera views. By using this system we can process on video 

such as capturing the correct image of person from the given 

video clip. There are so many benefits of this system in 

image processing. Problems like Queue counting are easily 

solve by this system and it also used for security purpose. An 

input video should be in .avi format; this one is a limitation 

of this system. In future work, various types of video formats 

will be valid input video to the system. 
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